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Abstract

In this document, we detail the Latent Dirichlet Allocation (LDA) procedure used
to identify which advertisements, in our newspaper text, are job ads.

Specifics of the LDA Model

Our next task towards producing our structured data set is to discard pages of advertisements
which do not contain job ads. For each field of text, ProQuest has provided us—as a
piece of metadata—a field which describes the type of newspaper content. Among these
possible categories, we select text which correspond to a Display Ad or a Classified Ad.2

Among Display Ads and Classified Ads, newspapers contain advertisements not only for
job openings, but also for retail sales, real estate, or other non-job-related transactions.
Unfortunately, the metadata in ProQuest’s database do not distinguish between the different
types of advertisements. As a result, we will need some algorithm to classify advertisements
as job ads (which we want to store), as opposed to other types of advertisements (which we
do not).

To do so, we construct a Latent Dirichlet Allocation (LDA) model.3 According to the
LDA model, each document (in our context, a page of advertisements) in a corpus (for
us, all of the advertisements) belongs to one of K potential “topics”. The topic of a given
document is a hidden object. The probability that a given document belongs to topic k ∈ K

is determined according to the realization of a Dirichlet-distributed random variable. Then,
for documents within a given topic, the probability that a word w ∈ {1, ...W} is observed
is given by a K by W matrix, β. Estimation of the LDA model involves estimation of the
parameters of the Dirichlet distribution and of the elements of β. Once the model has been

1Atalay and Phongthiengtham: Department of Economics, University of Wisconsin-Madison. Sotelo:
Department of Economics, University of Michigan-Ann Arbor. Tannenbaum: Department of Economics,
University of Nebraska-Lincoln. We acknowledge financial support from the Washington Center for Equitable
Growth.

2Other categories of newspaper text include “Articles,” “Banners,” Editorial Articles,” “Letters to the
editor,” “Obituaries,” and “Stock Quotes.”

3For additional background on LDA models, see the appendix of our paper, Blei, Ng, and Jordan (2003),
or Hoffman, Bach, and Blei (2010).

1



estimated, we can derive the probability that for any document (including those outside of
the corpus used to estimate the model) the document belongs to any topic k; this likelihood
is computed by multiplying the conditional probabilities (conditional on the topic) of the
words in the document.

In estimating our LDA model, we separate the five subsamples of text in our database:
the text from the Boston Globe, the New York Times, and the Wall Street Journal Classified
Ads, and the text from the Boston Globe and the New York Times Display Ads. Quoting
from the appendix of our paper, for each of these subsamples, we

remove stop words (e.g., common words like “a,” “the,” and “and”), numerals,
and words which are not contained in the English dictionary. We then stem words;
that is, we remove word affixes so that words in different forms—singular nouns,
plural nouns, verbs, adjectives, adverbs—are grouped as one. (To emphasize, the
removal of certain types of words and the stemming of words pertains only in
constructing our LDA model.)

Having pre-processed this text for our LDA estimation, we generate a random sample of 100
thousand pages of ads. (It would be computationally infeasible to estimate a model on the
full sample of pages of ads.) Furthermore, it would be computationally infeasible to estimate
a matrix β which has the number of columns equal to the number of distinct word stems in
our text corpus. We follow standard practice and drop (from the β matrix) all words which
appear fewer than 5 times in our text corpus, or in greater than 95 percent of the documents
in our corpus. After these two deletions, we keep the top 1000 word stems in estimating our
matrix, β.

Results from the LDA Model

We follow the procedure of the previous subsection. The result of this estimation is given
in LDA_results.xlsx, in the in the same website as the one hosting this document. The
estimation does not explicitly indicate the set of topics which relate to job ads. However, by
casual inspection, it is clear that the words in one topic pertain to employment. For example,
for the estimation based on Boston Globe Classified Ads, a topic has “auto,” “new,” and
“car” as the word stems with the highest values for in their corresponding elements of the β

matrix. For the fourth topic (out of five topics), the highest-β word stems are “opportun,”
“experi,” “work,” “call,” and “salari.” We thus identify this fourth topic as representing job
ads. The number of topics, K, is chosen so that i) with K topics there is a single job-related
topic, and with ii) K+1 topics, there are multiple job-related topics. This rule yields 5 topics
for the Boston Globe Classified Ad subsample, 5 topics for the Boston Globe Display Ad
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subsample, 3 topics for the New York Times Classified Ad subsample, 12 topics for the New
York Times Display Ad subsample, and 5 topics for the Wall Street Journal Classified Ad
subsample.

For each page of ads (not only the 100 thousand ads used to estimate the LDA model,
but instead the entire text corpus), our estimated model generates a probability distribution,
characterizing the likelihood that the page of ads belongs to the topic associated with job
ads. Figure 1 plots histograms of pages’ LDA-model-assessed likelihood of containing job ads
(as opposed to other types of advertisements). The top-left panel, for example, indicates that
roughly four thousand pages of ads, among Boston Globe Classified Ads, have a near 100
percent likelihood of containing job ads. For the New York Times Classified Ads (depicted in
the left middle panel), greater than 100 thousand pages of Classified Ads have a 100 percent
likelihood of containing job ads. For each newspaper, the distribution of the likelihood of
containing job ads is bi-modal, with peaks near 0 and near 0. In other words, for most pages
of ads, the LDA model can precisely identify whether the page contains job ads.

In classifying ads, we choose a 40 percent cutoff (and depict this cutoff with vertical lines
in Figure (depicted using vertical lines in Figure 1): If the estimated likelihood is above 0.40,
we categorize the page of ads as one which contains job ads. We discard ads for which the
assessed likelihood is less than 0.40. The choice of the cutoff will determine the number of
type I versus type II errors we make when classifying ads. However, given the low probability
assigned to intermediate likelihood values, the the number of such (type I versus type II)
errors we make is relatively insensitive to our choice of cutoff.

In the following five figures, we present several examples of chunks of display ads, all
from January 1979 editions of the Boston Globe. These figures are presented in order of
increasing likelihood (according to our LDA model) of representing a group of job ads.

Figure 2 comprise Display Ad #94 from the January 14, 1979 edition of the Boston
Globe. For this chunk of advertisements, our LDA model assigns a likelihood of 0.36 that
this chunk of text contains job advertisements. The model assigns a non-zero value for this
likelihood because of the presence of the word “experience,” which is recurrent in the job-
ad-related topic. (Throughout Figures 2 to 6, we mark in bold the words most predictive of
job-advertisements.) This assessed likelihood that this page of advertisements contain job
ads, 0.36, is just below our chosen threshold of 0.4. Based on this cut-off value, we would
exclude these text in our. (Even if we had chosen a lower cutoff — say 0.30 instead of 0.40
— this page of advertisements still would have been eventually excluded from our final data
set for a different reason, due to the large number of garbled and misspelled words.)

In Figures 3 and 4, we present snippets from two different chunks of display ads, the first
from January 7, 1979, and the second from January 11, 1979. For each of these two pages
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Figure 1: Histogram of the Likelihood of Job-Related Ads
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Notes: To make the graph easier to read, these histograms exclude pages of ads which were assigned exactly
a zero probability of containing job ads. For the Boston Globe Classified Ads, there were 29 thousand (out
of a total of 67 thousand pages) with an assigned zero probability of containing job ads. For the other
subsamples, the number of pages of ads with zero assigned probability are: 177 thousand (out of a total of
332 thousand) for the Boston Globe Display Ad subsample; 444 thousand (out of a total of 1.89 million) for
the New York Times Classified Ad subsample; 1.82 million (out of a total of 2.61 million) pages, for the New
York Times Display Ad subsample; and 151 thousand (out of a total number of 522 thousand) pages of ads
for the Wall Street Journal Classified Ads subsample.
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Figure 2: January 14, 1979 Boston Globe, Display Ad #94

Figure 3: Snippet of the January 7, 1979 Boston Globe, Display Ad #258

of text, the model-assessed probability that the page contain job ads equals 0.43 and 0.58,
respectively. It appears that the ad in Figure 3 is for a business franchise, while Figure 4 is
an advertisement for a job-training course. These advertisements contain a modest number
of job-related words, and as a result are assigned to have a moderate probability of being
job-related.

In Figure 5, we present a set of advertisements for which the LDA model assigns a 63
percent likelihood of being job-ad related. Finally, Figure 6 depicts a snippet of a page of
text for which the LDA model assigns a 92 percent likelihood comprising job ads. These
latter two figures contain a substantially higher frequency of words related to employment.

To sum up, several words and phrases appear frequently in job ads, and infrequently
in other types of advertisements. Using this fact, we construct a model which identifies
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Figure 4: Snippet of the January 11, 1979 Boston Globe, Display Ad #58

Figure 5: Snippet of the January 7, 1979 Boston Globe, Display Ad #19
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Figure 6: Snippet of the January 14, 1979 Boston Globe, Display Ad #226
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the words that are tend to appear in the same sets of documents, and tag ads as likely to
represent job ads if they are rich in the words like “manager,” “experience,” “requirement,”
or “opportunity.” Many of the pages of ads in our data set do not contain any of these words,
and are thus assigned an exceedingly low probability of representing a set of job ads. At the
same time, many pages of ads are rich in job-ad-specific words, sufficiently so that we are
confident that we are accurately distinguishing job ads from other types of ads.
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